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A model is developed for optical coherence tomography and interferometric synthetic aperture microscopy
(ISAM) systems employing full-field frequency-scanned illumination with partial spatial coherence. This model
is used to derive efficient ISAM inverse scattering algorithms that give diffraction-limited resolution in regions
typically regarded as out of focus. Partial spatial coherence of the source is shown to have the advantage of
mitigating multiple-scattering effects that can otherwise produce significant artifacts in full-field coherent
imaging. © 2009 Optical Society of America

OCIS codes: 100.3200, 170.1650, 170.4500, 180.3170.

1. INTRODUCTION
Interferometric synthetic aperture microscopy (ISAM)
[1–9] is a method of tomographic optical microscopy that
brings the power of computed imaging and inverse scat-
tering together with interferometric broadband optical
imaging. ISAM provides spatially invariant resolution of
objects in an extended three-dimensional volume includ-
ing regions away from the focus of the objective. This re-
sult is achieved using a quantitative estimation of the in-
homogeneities in the refractive index or susceptibility of
an object. The solution of the inverse problem for ISAM
has been found for many scanning geometries and types
of illumination, including low [3] and high numerical ap-
erture scanned-beam [4,5], rotationally-scanned-beam
catheter [7], and full-field illumination [8]. In all these
cases, it is assumed that the illumination source is spa-
tially coherent (single mode), but temporally incoherent,
or broadband. In general, sources of illumination in mi-
croscopy are partially spatially coherent [10,11], motivat-
ing this study of partially coherent illumination in ISAM.

ISAM and optical coherence tomography (OCT) use
low-coherence interferometry to achieve label-free optical
imaging based on the scattering properties of an object. In
tissue, ISAM and OCT are typically applied in the near
infrared region of the electromagnetic spectrum, as in this
range the optical response of tissue is dominated by scat-
tering rather than absorption. The interferometric meth-
odology employed allows a high-resolution three-
dimensional image to be collected in highly scattering
tissues, with a favorable depth of penetration for an opti-
cal modality. Early OCT systems employed confocal data
collection and time-domain coherence ranging. As a re-
sult, constructing a three-dimensional image required
two-dimensional transverse sampling of the object (using,
for example, object translation or beam scanning) and
one-dimensional scanning of the interferometer reference
arm. It has since been shown that the reference arm need

not be scanned if the source can be spectrally scanned (us-
ing either a swept source or spectral detection), resulting
in significantly improved collection times and instrument
sensitivity [12,13]. An array detector and full-field illumi-
nation can also be used to simultaneously measure a sig-
nal from multiple transverse locations simultaneously,
thus eliminating the need for transverse scanning
[14–28]. However, confocal detection has the advantage
that much of the light that is multiply scattered in the
sample is rejected at the detector pinhole. Mitigation of
the strong multiple-scatter artifacts expected in full-field
ISAM is a practical motivation for the work presented
here.

Beyond the fact that real sources are necessarily par-
tially spatially coherent to some extent, in conventional
microscopy and OCT the coherence properties of the illu-
mination may be manipulated to suppress or enhance
various interference phenomena. In particular, decreas-
ing the spatial coherence of the source generally reduces
the interference signal produced by multiply scattered
light [29,30]. Because images are formed in OCT in prin-
ciple from the singly backscattered signal, the multiply
scattered light can contribute unwanted distortion and
apparent noise to the resulting image [31–34].

In a previously published paper [8], a solution of the
full-field inverse scattering problem was derived for the
case that the source of illumination is fully spatially co-
herent. In general, the solution of the inverse scattering
problem for interferometric full-field microscopy depends
on the spatial coherence of the illumination source, there-
fore the prior work [8] is not applicable to the case of par-
tially coherent illumination. In this work, the solution of
the inverse scattering problem is derived for data avail-
able in experiments utilizing the instrumentation of full-
field OCT or optical coherence microscopy for the case
that partially spatially coherent illumination sources are
used. Through analysis and simulation, the role of the
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source coherence in the solution is demonstrated and it is
seen that the use of partially coherent sources offers cer-
tain advantages.

To explore the operation of a full-field interferometric
microscope with partially coherent illumination, the in-
strument shown in Fig. 1 is proposed and analyzed. In the
proposed design, the source is of variable spatial coher-
ence. When the source is set to be at the fully spatially
coherent limit, the setup is similar to the instrument of
the earlier study [8] and the earlier results are applicable.

The portion of Fig. 1 labeled “partially coherent illumi-
nation,” is discussed below. The illumination consists of a
spatially incoherent source, an iris placed in front of the
source to vary the apparent size of the source, and a col-
limation lens to collimate the illumination. An example of
a spatially incoherent source is the filament of an incan-
descent light bulb. Each point on the filament surface ra-
diates a randomly fluctuating electromagnetic field, such
that the fields radiated by different regions on the fila-
ment surface do not interfere when averaged over a long
time interval. Another example is a spatially coherent
monochromatic laser, with its spatial coherence modified
by a spinning or translating diffuser [10]. Such a source
produces quasi-monochromatic, spatially incoherent
light. The light emanating from points on the surface of
the incoherent source is collimated by the collimation lens
so that the radiating source points produce mutually in-
coherent plane waves. Such illumination is akin to Koe-
hler illumination [35] in a conventional microscope, in
contrast to critical illumination when the incoherent
source surface is imaged onto the sample. By adjusting
the size of the iris, the spatial coherence can be varied
from very low (when the iris is opened), to very high
(when the iris is closed).

The part of Fig. 1 corresponding to the interferometer
is detailed below. The interferometer is of a Michelson
type and consists of reference and sample paths. A 50/50
beam splitter divides the illumination field between these
paths. As shown in Fig. 1, both the reference and sample
fields are demagnified by telescopes of magnification fac-
tor M. In the sample relay telescope, a pupil limits the
spatial bandwidth of the field collected from the sample.
The sample relay telescope afocally and telecentrically re-
lays the field from the source field plane to the sample
plane with demagnification. The sample scatters the field
backwards through the sample relay telescope, where it
reflects off the beam splitter and onto the focal plane ar-
ray. The focal plane array is placed so that the sample re-
lay telescope afocally and telecentrically images the
sample plane to the focal plane array. The reference beam
begins at the beam splitter and is relayed by the reference
delay telescope to the reference delay mirror. The refer-
ence delay telescope afocally and telecentrically images
the source field plane to the reference mirror plane. The
field that reflects off the mirror is imaged afocally and
telecentrically onto the focal plane array. The intensity of
the interference pattern produced by the superimposed
reference and sample signals is measured by the focal
plane array. In practice, a Fizeau-type interferometer
where the reference beam is returned from a reflective
planar surface placed in front of the sample avoids the
need for a separate reference telescope to relay the refer-
ence field.

The source of illumination is taken to be spatially inco-
herent, quasi-monochromatic, and of tunable temporal
central frequency [13,36]. Data are acquired by tuning
the wavelength of the source while recording the intensity
of interferograms on the focal plane array. From these in-

Fig. 1. Diagram of full-field OCT instrument with a source of adjustable partial coherence.
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terferograms, the susceptibility of the sample is inferred.
In Section 2, a general forward model is derived that is
applicable to partially coherent full-field OCT and will
serve as the basis for partially coherent ISAM. In Section
3, a linear solution for the inverse scattering problem for
partially coherent illumination is derived. The effects of
multiple scattering are considered in Section 4 and simu-
lated experiments are presented in Section 5.

2. FORWARD MODEL FOR PARTIALLY
COHERENT FULL-FIELD OPTICAL
COHERENCE TOMOGRAPHY
A. General Case
The objective in formulating the forward problem is to de-
rive an expression for the data in terms of the unknown
object susceptibility. The raw data acquired in the pro-
posed instrument are the outputs of the focal plane array.
The illumination is assumed to be quasi-monochromatic
with tunable central frequency, !, so that the data are
proportional to the spectral density (see [11], Section
2.4.1) on the focal plane array and are acquired serially
for multiple values of !.

The relationship between the spectral density mea-
sured on the focal plane of the proposed instrument and
the susceptibility of the object is derived below. The mea-
sured optical intensity I!r ,!" is given by the spectral
density—the ensemble average of the square magnitude
of the incident field in the frequency domain at a single
point, i.e.,

I!r,!" = #E*!r,!"E!r,!"$, !1"

with the brackets, # $, denoting ensemble average.
From Fig. 1 it can be seen that the data are collected on

a plane, with a two-dimensional position given by !. The
detected field is the superposition of a reference field Er
and a field Es that is backscattered from the sample. As a
result, the detected spectral density of Eq. (1) can be ex-
pressed as

I!!,k" = #%Er!!,k" + Es!!,k"%2$

= #%Er!!,k"%2 + 2 Re&Er
*!!,k"Es!!,k"' + %Es!!,k"%2$,

!2"

where k=! /c in free space. More complicated dispersion
relations for k!!" may also be employed for propagation in
dispersive media [37], but are not considered here.

The function I!! ,k" may be seen to be the sum of three
terms: a background term independent of the object; an
autocorrelation term that is second-order in the scattered
field; and the real part of the desired signal S, where

S!!,k" = #Er
*!!,k"Es!!,k"$. !3"

It is assumed that the background term, for the assumed
form of the incident field, is independent of ! and may be
subtracted in a calibration stage. The autocorrelation
term is neglected because the object is assumed to be
weakly scattering (see [6] for a discussion of the perfor-
mance of ISAM in relation to the autocorrelation artifact).
The remaining term is proportional to the real part of the
desired signal S.

From Eq. (3) it can be seen that the signal S is a cross
correlation function. Taking the Fourier transform with
respect to k allows this correlation to be expressed in the
spatial domain as

Ŝ!!,"z" = #Êr
*!!,z − "z"Ês!!,z"$. !4"

The optical path in the reference arm of the instrument
can be set so that

Ŝ!!,"z" = 0, ∀ "z # 0. !5"

This condition corresponds to an optical path in the refer-
ence arm that is shorter than the minimum optical path
in the sample arm by at least the reciprocal of the source
bandwidth (in wavenumbers). The condition on Ŝ given in
Eq. (5) ensures that the real and imaginary parts of S are
related by a Hilbert transform. As a result, the imaginary
part of the data S can be calculated from the real part
[6,38].

The observable quantity S must be related to the ob-
ject, illumination source, and instrumentation to com-
plete the forward model. To do this it is necessary to de-
fine the reference field Er and the scattered field Es seen
in Eq. (3).

Let the field at the source field plane of Fig. 1 be given
by E0!! ,k". Note that the transverse position ! is used to
describe positions on the source plane and on the detector
plane, as the former is imaged onto the latter. The field
incident on the object is then given by

Ei!r,k" =( d2$E0!!,k"Gi0!r),!;z,k", !6"

where r is the position in the object, r) is the transverse
component of r, z is the component of r orthogonal to r),
and Gi0 is the Green’s function describing propagation of
light with wavenumber k from the source plane to the
transverse plane at z.

Scattering from the object is governed by the suscepti-
bility %, which is assumed to be independent of the wave-
number k over the bandwidth of the system. Scattering is
treated within the first Born approximation. As a result, a
scattered field k2%!r"Ei!r ,k" is produced within the object.
This field propagates back through the instrument to give
the field Es at the detector. This field is therefore

Es!!,k" =( d3r*k2%!r"Ei!r,k"+G0i!!,r);z,k"

= k2( d3r( d2$!E0!!!,k"

&Gi0!r),!!;z,k"G0i!!,r);z,k"%!r", !7"

where G0i describes propagation from the z plane in the
object to the detector plane. This propagation operation to
position ! on the detector plane is equivalent to propaga-
tion to the position ! on the source plane.

By reciprocity [39], G0i and Gi0 are related via
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G0i!!,r);z,k" = Gi0!r),!;z,k". !8"

Furthermore, the mapping of the source into the sample
will be assumed to be shift invariant across the relevant
field of view, so that

Gi0!r),!;z,k" = g,r) −
!

M
;z,k- , !9"

where M is the magnification of the telescope and g is the
normalized-unit point spread function (PSF) for illumina-
tion to plane z at wavenumber k. The telecentric optics in
the sample arm ensure that the magnification M is not a
function of z.

Substituting Eqs. (8) and (9) into Eq. (7) results in

Es!!,k" = k2( d3r( d2$!E0!!!,k"g,r) −
!!

M
;z,k-

&g,r) −
!

M
;z,k-%!r". !10"

Returning to the definition of S [Eq. (3)], it can be seen
that the data are the correlations between the backscat-
tered and the reference fields. The reference field is an
image of the source, as seen in Fig. 1. It will be assumed
that the pupil used in the telecentric sample-arm tele-
scope results in a significantly lower resolution than
achieved in the reference arm. This leads to the approxi-
mation

S!!,k" = #Er
*!!,k"Es!!,k"$ . #E0

*!!,k"Es!!,k"$. !11"

Substituting into Eq. (10),

S!!,k" =
k2

M2 ( d3r( d2$!W,!!

M
,

!

M
;k-g,r) −

!!

M
;z,k-

&g,r) −
!

M
;z,k-%!r", !12"

where W is the demagnified cross-spectral density (see
Ref. [11], Section 4.3.2)

W!!!,!;k" = M2#E0
*!M!,k",E0!M!!,k"$. !13"

It will be assumed that the coherence of the source field is
spatially invariant and that the intensity of the illuminat-
ing field Ei is constant over the extent of the object. These
assumptions allow the cross-spectral density to be ex-
pressed as a homogeneous Schell-model source (see Ref.
[11], Section 5.3.2),

W!!!,!;k" = A!k"b!!! − !;k". !14"

Equation (14) can be used to simplify the expression for
the data seen in Eq. (12). Denoting convolution over the
transverse axes by !, and separating the three-
dimensional position r into transverse and axial compo-
nents r) and z,

S!!,k" = k2A!k" ( dz( d2r)*b ! g+,r) −
!

M
;z,k-

&g,r) −
!

M
;z,k-%!r);z". !15"

The second integral above can also be recognized as a two-
dimensional convolution, giving

S!!,k" =( dz*h ! %+, !

M
;z,k- , !16"

where

h!− r);z,k" = k2A!k"*b ! g+!r);z,k"g!r);z,k". !17"

Equations (16) and (17) show that each transverse plane
affects the data via a different PSF. The PSF for each
plane is determined by the focusing optics (through g) and
the source coherence properties (through b). In Eq. (17)
the factor b!g can be identified with the illuminating field
and the factor g can be associated with detection of the
scattered light.

The function g represents the field produced in the
sample for a point source at the origin of the source plane.
Thus the PSFs at different transverse planes are related
by the laws of electromagnetic propagation. A field propa-
gating in a homogenous medium can be expressed in an
angular spectrum decomposition [40],

g!r);z,k" = −
i

2'
( d2q

G!q/k"

kz!q"
ei*q·r)+kz!q"z+, !18"

where

kz!q" = /k2 − q2, !19"

and z=0 is the focal plane. That the angular spectrum G
is a function only of q /k reflects an assumption of achro-
matic focusing. Note that the following analysis could eas-
ily be generalized to include chromatic optics.

Expressing the forward model in the Fourier domain is
useful in the derivation of the ISAM data processing.
From Eq. (18) it can be seen that the two-dimensional
Fourier transform of g is

g̃!q;z,k" = −2 'i
G!q/k"

kz!q"
eikz!q"z. !20"

The transfer function h̃ can then be found as the Fourier
transform of Eq. (17),

h̃!− q;z,k" = −4 '2k2A!k" ( d2q!B!q!;k"

&
G!q!/k"

kz!q!"

G*!q − q!"/k+

kz!q − q!"
ei*kz!q!"+kz!q−q!"+z,

!21"

where B!q ;k" is the Fourier transform of b!! ;k".
This transfer function h̃ can be used to take Eq. (16)

into the Fourier domain:
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S̃!− q;k" = −4 '2k2M2A!k" ( dz( d2q!B!q!;k"

&
G!q!/k"G*!Mq − q!"/k+

kz!q!"kz!Mq − q!"
%̃!− Mq;z"

&ei*kz!q!"+kz!Mq−q!"+z. !22"

The exponential factor can be regarded as a Fourier ker-
nel, giving

S̃!− q;k" = −4 '2k2M2A!k" ( d2q!B!q!;k"

&
G!q!/k"G*!Mq − q!"/k+

kz!q!"kz!Mq − q!"

& %5 &− Mq;− *kz!q!" + kz!Mq − q!"+', !23"

where %5 is the three-dimensional Fourier transform of the
susceptibility. Equation (23) represents the most general
Fourier-domain model for the partially coherent ISAM
system.

B. Coherent Illumination
A limiting illumination case occurs when the source field
is fully coherent. This can be achieved by reducing the iris
in Fig. 1 to a pointlike aperture, giving a fully coherent
plane wave at the source field plane. The case of full-field
plane-wave illumination was considered in an earlier pa-
per [8] and can be recovered here by setting W!! ,!! ,k"
=k2A!k", i.e., full spatial coherence. This gives B!q ;k"
=4'2(!q /k" and Eq. (21) reduces to

h̃!− q;z,k" = − 16'4k2A!k"
G!0"

k

G*q/k+

kz!q"
ei*k+kz!q"+z. !24"

The Fourier-domain forward model is then [cf. Eq. (23)]

S̃!− q;k" = − 16'4kM2A!k"G!0"
G!Mq/k"

kz!Mq"

&%5 &− Mq;− *k + kz!Mq"+'. !25"

This equation is the same as the result from [8] [Eq. (6) in
that work] up to constant prefactors. The prefactors differ
due to small differences in the definitions of the physical
properties of the system.

C. Incoherent Illumination
The other limiting-case source statistics are achieved for
an incoherent source. In this case no two points on the
source plane are correlated, giving W!! ,!! ,k"
=k2A!k"(*k!!!−!"+, and hence B!q ;k"=1. An incoherent
source can be realized by opening the iris seen in Fig. 1
very wide.

For an incoherent source, the transfer function of Eq.
(21) becomes

h̃!− q;z,k" = −4 '2k2A!k" ( d2q!
G!q!/k"

kz!q!"

G*!q − q!"/k+

kz!q − q!"

&ei*kz!q!"+kz!q−q!"+z. !26"

The equation above is identical to the transfer function
describing a single-objective confocal scanned-beam OCT
system [see [4], Eq. (29)]. This equivalence can be physi-
cally justified. In the case of scanned-beam OCT, a fo-
cused beam is scanned transversely through the sample.
Data measured at each transverse position of the beam
are taken at different times, so that there is no interfer-
ence between the fields produced for different scan posi-
tions. In the case of incoherent illumination, the illumi-
nating field may be considered to consist of a
superposition of mutually incoherent beams distributed
in the transverse direction, each of which is analogous to
a transverse position of the beam in the scanned-beam
case. While the component beams all illuminate the object
simultaneously, the light of one beam, scattered by the ob-
ject, does not interfere with the light of other constituent
beams. Therefore, while the scattered fields from many
component beams overlap on the focal plane array, they
do not interfere, and act as if each beam illuminated the
object sequentially, rather than simultaneously. The same
data may be recorded by replacing the incoherent source
with a transversely scanned beam with the same spot size
as that of the component beams of the incoherent illumi-
nation.

The results discussed above demonstrate that, by con-
trolling source coherence, the full-field instrument may
produce data similar to those that can be acquired with
the scanned-beam implementations, but in a highly par-
allel fashion. It is important to note that even absent the
solution of the inverse problem, the result is of consider-
able importance for full-field OCT because it provides a
means to mitigate cross-talk artifacts that limit the util-
ity of that modality. This point is expanded upon in Sec-
tion 4.

3. APPROXIMATE MODELS AND INVERSE
SCATTERING
The central enabling concept behind ISAM technology is
the application of inverse scattering algorithms to the col-
lected data. The benefit of applying inverse scattering al-
gorithms is that regions that are regarded as out of focus
in OCT are brought into diffraction-limited resolution. In
both the full-field [8] and confocal cases [1,4], the inverse
scattering algorithms reduce to linear filtering and Fou-
rier resampling operations. The reduction to these simple
procedures requires approximations to the forward model
but allows real time implementation [9]. Experimental
and computational studies have shown excellent imaging
fidelity despite the use of approximations in the deriva-
tion of the ISAM inverse scattering algorithms [1,4].

As shown in Section 2, varying the source coherence in
the partially coherent ISAM system allows a transition
from full-field to confocal operation. In this section the in-
verse scattering algorithms for partially coherent ISAM
will be derived. In one limit this inverse scattering is
identical to the inverse scattering for the full-field system

380 J. Opt. Soc. Am. A/Vol. 26, No. 2 /February 2009 Marks et al.



and in the other limit it reduces to the confocal ISAM in-
verse processing. The intermediate regime will also be ex-
amined, with the result that the ISAM Fourier-domain
resampling varies as a function of the source coherence.

As shown in [4], the physical phenomena behind confo-
cal ISAM are fundamentally different depending on
whether the imaged region can be characterized as near
the focal plane or far from the focal plane. Fortuitously,
for a single-objective system the ISAM Fourier-domain re-
sampling is the same in either case, meaning that the
near-focus and far-from-focus inverse scattering algo-
rithms are compatible. By contrast, full-field ISAM in-
verse scattering [8] has only a single region of operation
but a Fourier resampling that is different from the confo-
cal case. For partially coherent illumination in the system
illustrated in Fig. 1, there are again two regions of opera-
tion (as in the confocal case) but in this case the Fourier
resampling schemes are not commensurate across the re-
gions.

Both the near-focus and far-from-focus cases for par-
tially coherent ISAM are discussed below. However, this
work will focus primarily on the near-focus regime for two
reasons: first, the signal returned from the near-focus re-
gion is generally higher than from the out-of-focus region;
and second, the source coherence can be adjusted so as to
extend the near-focus region. The simulations shown in
Section 5 provide further justification for the use of near-
focus inverse scattering.

A. Near-Focus Operation
The near-focus ISAM scattering model is found by apply-
ing a simplifying assumption to the transfer function of
Eq. (21) in the limit of a slowly varying exponential factor.
This exponential will be slowly varying for regions near
the focal plane [4].

To apply the approximation, it is necessary to assume
forms for B and G. Here it will be assumed that the pupil
has a Gaussian distribution so that

G!q/k" = exp,−
)2q2

2k2 - , !27"

where the parameter )=/2/NA, and NA is the numerical
aperture of the lens.

The coherence of the source is described by B which is
of the form

B!q;k" =
1

*

)2

2'
exp,−

1 − *

*

)2q2

2k2 - . !28"

As with the pupil, the source coherence function is defined
to be Gaussian. Consequently, both the coherence profile
in a plane and the angular distribution of light emerging
from the source have a Gaussian distribution. The coher-
ence profile is referenced to the objective aperture
through the parameter ) and the coherence length is con-
trolled by the parameter *. This form for B means that
the coherence length on the source plane is
/!1−*" /*M) /k. For the case when *=0, B!q ;k"=(!q /k"
and coherent illumination is described. When *=1,
B!q ;k"=)2 / !2'"=1/ !'NA2", describing aperture-area-
normalized incoherent illumination. All intermediate val-

ues of * describe a partially coherent source. Physically,
the parameter * can be controlled with the iris illustrated
in Fig. 1 or, for example, by the choice of diffuser used in
conjunction with a spatially coherent source. It should be
noted that the coherence length scales with the wave-
length. This scaling property results in an angular diver-
gence from the source that is independent of k, a fact evi-
denced by the dependence of B on q /k.

As described in [4], the factor B!q! ;k"G!q! /k"G*!q
−q!" /k+ appearing in the integrand of h̃ [Eq. (21)] will be
peaked around some point p! in q! space. The remaining
factors in Eq. (21) will be expanded in a Taylor series
about p! and all but the leading term discarded. This re-
sults in

h̃!− q;z,k" . − 4'2k2A!k"
ei*kz!p!"+kz!q−p!"+z

kz!p!"kz!q − p!" ( d2q!B!q!;k"

&G,q!

k -G,q − q!

k - . !29"

Given Eqs. (27) and (28) the integral above can be evalu-
ated and the Taylor expansion point shown to be p!
=q* / !1+*". The transfer function then becomes

h̃!− q;z,k" . − 4'2k2A!k"

&

exp0i1kz, q*

1 + *
- + kz, q

1 + *
-2z3

kz, q*

1 + *
-kz, q

1 + *
-

&
k2

1 + *
exp,−

)2q2

2k2!1 + *"- . !30"

From this expression and the forward model relation of
Eq. (16), it can be seen that the Fourier-domain forward
model is

S!− q;k" = C!q;k"%̃̃!− Mq;+!q;k"", !31"

where

C!q;k" =
− 4'2k4M2A!k"

!1 + *"kz,Mq*

1 + *
-kz, Mq

1 + *
- exp,−

)2Mq2

2k2!1 + *"- ,

!32"

+!q;k" = − kz,Mq*

1 + *
- − kz, Mq

1 + *
- . !33"

The benefit of the approximation made in Eq. (29) is that
the multiplex model of Eq. (23) is reduced to a one-to-one
mapping between the object Fourier space and the data
Fourier space, as seen in Eq. (31). That is, within the va-
lidity of the near-focus approximation, data collected at
transverse Fourier component q and wavenumber k de-
pend only on the three-dimensional Fourier transform of
the object at !Mq ,+". This relation is illustrated in Fig. 2,
where the surfaces shown represent the locus of points in
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the Fourier-domain susceptibility that affect the data col-
lected at wavenumber k.

B. Far-from-Focus Operation
The integral giving the transfer function h̃ in Eq. (21) con-
tains an exponential factor that will be rapidly oscillating
over q!, for large values of %kz%. Large values of %kz% de-
scribe regions away from the focus. For these far-from-
focus regions the approximation of Eq. (29) is not appro-
priate, as the oscillatory exponential is not well-
represented by only the first term of its Taylor series.

As described in [4], the stationary phase method (see
[11], Section 3.C) can be used to approximate h̃. The sta-
tionary point is the value of q! at which the gradient of
the exponential argument is zero. Here the stationary
point can be seen to be q!=q /2. This results in the far-
from-focus approximation

h̃!− q;z,k" . − 4'2k2A!k"
'i

kz
ei2kz!q/2"zB,q

2
;k-G, q

2k-
&G, q

2k- . !34"

Thus the far-from-focus model can also be written in the
form

S!− q;k" = C!!q;k"%̃̃!!− Mq;+!!q;k"", !35"

where

%̃̃!!q,+" =( dz
%̃!q,z"

kz
e−i+z, !36"

is the Fourier transform of an axially attenuated object,

+!!q;k" = −2 kz,Mq

2 - , !37"

and C! describes the system bandpass, which in this ex-
ample is

C!!q;k" =
− i2'2k2M2)2A!k"

*
exp,−

)2M!1 + *"q2

8k2*
- .

!38"

This far-from-focus model has several significant differ-
ences when compared to the near-focus model of Eqs.
(31)–(33). Equation (36) includes a linear attenuation
given by the distance from focus. This describes a de-
crease in signal power for scatterers away from the focus.
The resampling described in Eq. (37) differs from the
near-focus of Eq. (33) in that it is not a function of the co-
herence parameter *. As described in [4], the near-focus
and far-from-focus forms of + and +! are equal in the
confocal–incoherent case, meaning that the same ISAM
resampling can be applied in either region. For *!1 the
expression the expressions for + and +! are not equal,
suggesting the use of different inverse scattering proce-
dures depending on whether a scatterer is near focus or
far from focus.

C. Near-Focus to Far-from-Focus Transition
For the full-field–coherent system, the near-focus ap-
proximation of Subsection 3.A is exact, meaning that
there is no far-from-focus regime. In the confocal–
incoherent system the near-focus to far-from-focus transi-
tion occurs at one Rayleigh range [4] but the Fourier do-
main resampling in each region is equal. As discussed
above, the behavior is more complicated for a partially co-
herent source, i.e., 0#*#1.

The transition between the near-focus and far-from-
focus regimes can be found by considering a point scat-
terer at the plane z. The expected data may be evaluated
for both regimes and the signal strength compared. Using
the results from Subsections 3.A and 3.B it may be seen
that the magnitudes of the signals are equal at the plane

%zt% =
1 + *

2*

)2

k
=

1 + *

2*

,

'NA2 . !39"

The factor , / !'NA2" may be recognized as the Rayleigh
range. Consistent with previous results, the transition
plane zt may be seen to be one Rayleigh range for the
confocal/incoherent operation !*=1" and at infinity for the
full-field/coherent operation !*=0".

The Fourier-domain resampling (+ or +!) varies be-
tween near-focus and far-from-focus regimes. Here it is
suggested that the near-focus expression of Eq. (33) can
be used in most instances–for high-coherence sources the
near-focus region is large, and for low-coherence sources
Eq. (37) approximates Eq. (33). This claim will be revis-
ited in the numerical simulations of Section 5.

D. Inverse Scattering
Given the approximated model of Eq. (31), ISAM inverse
scattering can be easily described and applied in real time
[9]. The algorithm can be split into two distinct parts–
filtering and resampling.

The filtering operation ameliorates the effects of noise
and, as far as possible, undoes the effects of C in Eq. (31).
The linear filtering operation can be realized by a Fourier-
domain multiplication with some function C+, i.e., the
processed data are

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

q / k

−β
/k χ = 1

χ = 0.4
χ = 0.15
χ = 0

Fig. 2. (Color online) Contours of the mapping +!q ;k" for vari-
ous coherence parameters *. The transverse widths of the con-
tours are representative of the bandwidth for a system with )
=1.57 !NA=0.9". This bandwidth is determined by C!q ;k" [Eq.
(32)]. Note that +!q ;k" is a function on the two-dimensional q
plane, but varies only with the magnitude q, as plotted here.

382 J. Opt. Soc. Am. A/Vol. 26, No. 2 /February 2009 Marks et al.



S+!− q,k" = C+!q;k"S!− q,k". !40"

This inversion filter is designed to undo the effects of C
without introducing instabilities in the presence of noise.
There are a variety of standard methods to define C+,
with perhaps the most famous being the Wiener filter
[41]. A simple version of the Wiener filter is

C+!q;k" =
C*!q;k"

%C!q;k"%2 + -2 , !41"

where - is a regularization parameter used to limit the
value of C+ and thus provide stability in the presence of
noise.

The resampling operation involves warping the pro-
cessed data S+ in Fourier space so as to undo the effects of
the imaging system. In Eq. (31) it can be seen that the
Fourier-domain data is proportional to the three-
dimensional Fourier transform of the object defined on a
distorted coordinate system. The distortion is given by
Eq. (33) and is illustrated in Fig. 2. By applying a one-
dimensional interpolation at each q point, the mapping
given by + can be undone. As seen in earlier work, this
processing removes out-of-focus blurring.

In standard OCT the full +–k relation is not used to re-
construct the data. Rather, a scaled axial Fourier trans-
form is used to take spectral-domain OCT data into the
spatial domain. This operation is equivalent to +!q ;k"=
−2k; a poor approximation to Eq. (33).

4. MULTIPLE SCATTERING
In both OCT and ISAM data are processed under the as-
sumption that only singly scattered light is present in the
interferometric signal. As a result, any multiply scattered
light appearing in the interferogram is a source of error.
In confocal systems, much of the multiply scattered light
is rejected at the confocal pinhole. In general, multiple
scattering is more problematic in full-field systems, where
more multiply scattered light reaches a detector element.
Multiple scattering in a full-field system is illustrated in
Fig. 3. This section describes how multiple scattering can
be modeled and how partial coherence of the source can
be used to mitigate multiple-scattering artifacts. It should
be noted that previous studies of confocal and full-field
ISAM (e.g. [4,8]) did not explicitly consider multiple scat-
tering effects.

As illustrated in Fig. 3, second-order scattering occurs
when light from source position !! scatters from a posi-
tion r! in the sample. This scattered light is scattered for
a second time at r and subsequently propagates to the de-
tector position !. This process can be described math-
ematically in the same way that first-order scattering was
described in Subsection 2.A. The source field E0 is propa-
gated into the sample by Gi0, it scatterers in the object,
and is propagated using the free-space Green’s function
Gf. A second scattering event occurs in the object and
propagation to the detector is given by G0i. The scattered
field Es at the detector is found by integrating over all
source positions, and pairs of scattering locations, so that

Es!!,k" = k4( d3r( d3r!( d2$!E0!!!,k"Gi0!r)!,!!;z!,k"

&%!r!"Gf!r,r!;k"%!r"G0i!!,r);z,k". !42"

This expression can be compared to the field due to single
scattering seen in Eq. (7).

The free-space Green’s function (see Ref. [11], Section
3.2.4) is

Gf!r,r!;k" =
exp!ik%r − r!%"

%r − r!%
. !43"

Using this expression and Eqs. (8), (9), (11), and (13), Eq.
(42) becomes

S!!,k" =
k4

M2 ( d3r( d3r!( d2$!W,!!

M
,

!

M
;k-

& g,r)! −
!!

M
;z!,k-exp!ik%r − r!%"

%r − r!%

&g,r) −
!

M
;z,k-%!r"%!r!". !44"

This expression represents the second-order scattering
contribution to the collected data [cf. the first-order con-
tribution given by Eq. (12)].

To see how the partial coherence of the source field can
be used to mitigate multiple-scattering effects, consider
an object with strong scattering centers around r!1"

= !R)
!1" ,0" and r!2"= !R)

!2" ,0". Since the focused field
g!r) ;0 ,k" is significant only in a small region around r)

=0, multiple scattering from r!1" to r!2" will produce sig-
nificant effects in the data only when !!.MR)

!1" and !

.MR)
!2". This condition is illustrated in Fig. 3, where the

scatterers lie in the focal regions corresponding to the
points !! and ! on the source–detector plane. When this
condition is satisfied the %!r", %!r!", g!r)!−!! /M ;z! ,k" and
g!r)−! /M ;z ,k" factors in Eq. (44) are simultaneously

Fig. 3. (Color online) An illustration of multiple scattering—in
this case second-order scattering. Light from the source plane is
focused into the sample, scatters twice, and is focused onto the
detector. The reference-arm optics image the source plane onto
the detector, so in this simplified diagram the source and detector
planes are colocated.
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large around the volume of integration centered at r)!
=R)

!1" and r)=R)
!2". The remaining factors in the integrand

are the free-space Green’s function and the cross-spectral
density, which in the relevant region of the integration
volume is approximately W!R)

!1" ,R)
!2" ;k". For a fully coher-

ent source this cross-spectral density is constant and does
not have an effect. As the source coherence is reduced,
W!R)

!1" ,R)
!2" ;k" introduces attenuation to the multiple-

scattering contribution. As illustrated in Fig. 3, light from
the source position !! can be doubly scattered primarily to
the detector position !. If the source coherence length is
less than %!!−!%, the interferometric visibility of the mul-
tiply scattered light is low and hence gives minimal con-
tribution to the data. This process is in contrast to single
scattering, where the light originating from ! is primarily
scattered to the vicinity of the same point ! on the detec-
tor.

5. SIMULATIONS
The performance of partially coherent ISAM with regard
to image reconstruction and rejection of multiple scatter-
ing can be investigated using numerical simulations. Syn-
thetic single-scattering data are calculated by defining an
object susceptibility % and evaluating Eq. (12). In this
case the object is defined to be three identical point scat-
terers. Second-order-scattering data from each pair of
points is generated using Eq. (44). Higher-order scatter-
ing is assumed to produce negligible signal in the simula-
tions presented here.

Data are collected at 50 values of k, evenly spaced
around k=2' /, (where , is a fixed central wavelength)
with a 25% bandwidth. The point scatterers in the object
are located at !20,0,0",, !0,0,15",, and !−20,0,30", in
Cartesian coordinates, where z=0 is the focal plane. A nu-
merical aperture of 0.2 is assumed and the detector is
modeled as having x–y extent of 70,&30,. Various val-
ues of the coherence parameter * are simulated in order
to demonstrate the effects of the partial coherence of the
source.

As described in Subsection 3.D, an OCT image can be
recovered by taking a scaled axial Fourier transform of
the data. ISAM reconstructions are found using the near-
focus model described in Subsection 3.A and the resam-
pling approach described in Subsection 3.D. A linear filter
[Eq. (40)] is not applied in these examples, so as to allow
a clear comparison between OCT images and the results
of the novel ISAM resampling scheme. ISAM and OCT
images can be seen in Fig. 4—OCT images are seen in the
left column and ISAM reconstructions in the right col-
umn. The data and images are complex functions on R3,
so, to facilitate visualization, projections of the function
magnitude over the y axis are shown.

The ideal reconstructed image would consist of three
diffraction-limited spots at the locations of the point scat-
terers. The images of Fig. 4 contain structure, not
diffraction-limited in all cases, at these locations, in addi-
tion to artifacts caused by multiple scattering. As the
source coherence is decreased (i.e., as * is increased) the
effects of multiple scattering lessen, as expected. ISAM
image reconstruction can be seen to result in sharp im-

ages of the point scatterers, at the correct locations. The
ISAM processing does not necessarily produce diffraction-
limited spots from the multiple-scattering artifacts, as the
phase structure on these artifacts does not match the
single-scattering patterns that ISAM is predicated on. A
similar effect has been observed in the autocorrelation ar-
tifact [6], which ISAM is seen to blur.

As discussed in Section 3, the characteristics of the sys-
tem differ depending on whether an imaged scatterer can
be characterized as near-focus or far-from-focus. The
transition point between these two regimes is described in
Eq. (39) and depends on the coherence properties of the
source and the focusing characteristics of the objective
lens. For the examples shown in Fig. 4 the transition
planes are zt=. (no far-from-focus region) for *=0, zt
=2000, for *=0.002, zt=400, for *=0.01, and zt=12, for
*=0.5. The scatterer at !−20,0,30", is therefore in the
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Fig. 4. (a), (c), (e), (g) OCT and (b), (d), (f), (h) ISAM images of
an object consisting of three point scatterers at !20,0,0",,
!0,0,15",, and !−20,0,30",. The source spatial coherence is var-
ied as described by the parameter *, the numerical aperture of
the objective is 0.2 and the focal plane is at z=0. The coherence
lengths are (a), (b) . !*=0", (c), (d) 25, !*=0.002", (e), (f) 11, !*
=0.01", and (g), (h) 1.1, !*=0.5". The images are formed from
data consisting of first- and second-order scattering effects. A pro-
jection over the y axis of the three-dimensional image magni-
tudes is taken to produce the two-dimensional images displayed.
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far-from-focus region for the *=0.5 images of Figs. 4(g)
and 4(h). This claim is supported by the lower reconstruc-
tion amplitude observed for this scatterer and predicted
in the far-from-focus regime by Eq. (36). The ISAM
Fourier-domain mapping also changes from near-focus to
far-from focus, meaning that the use of the near-focus re-
sampling to generate Fig. 4(h) introduces an error. How-
ever, the far-from-focus scatterer is still reconstructed as
pointlike, meaning that the error has minimal effect in
this example.

In most scenarios the focal plane of the system is set to
lie within the area of interest. This would suggest the use
of the near-focus ISAM model of Subsection 3.A. The
source coherence can then be set to minimize multiple-
scatter artifacts while also giving a sufficiently large tran-
sition plane zt so as to capture the region of interest. En-
suring the near-focus region encompasses the area of
interest means that the near-focus model can be used
with confidence and that the 1/ !kz" loss in signal associ-
ated with far-from-focus operation does not adversely af-
fect the signal-to-noise ratio. However there may be cases
where it is desirable to have some, or all, of the object in
the out-of-focus region. In this case the change in resam-
pling schemes between near-focus and far-from-focus op-
eration [see Eqs. (33) and (37)] can be minimized by se-
lecting a large value of * and/or using a low numerical
aperture.

In summary, the simulations shown in Fig. 4 illustrate
the main points of full-field ISAM: multiple scattering can
produce artifacts corrupting the desired single-scatter
signal; for the single-scatter signal, ISAM processing cor-
rects the blurring observed in OCT outside the depth of
focus; in general ISAM does not remove defocus in the
multiple-scatter artifact; decreased spatial coherence of
the source can be used to reduce the multiple-scatter ar-
tifact; and the near-focus model of Subsection 3.A, which
is used to define the ISAM resampling here, is valid for
multiple Rayleigh ranges, where the number of Rayleigh
ranges decreases with decreasing source spatial coher-
ence.

6. CONCLUSION
The coherence properties of the source of illumination in
ISAM can play an important and useful role in image re-
construction. In both ISAM and OCT, decreasing the spa-
tial coherence of the source helps reject multiple-
scattering artifacts and can improve image quality. By
varying the source coherence, the proposed ISAM instru-
ment can behave as a full-field imaging system (full
source coherence), as a parallelized confocal system
(source incoherence), or in some intermediate regime
(partial source coherence). The source coherence can be
chosen by striking a balance between the competing goals
of multiple-scatter rejection (improves with decreasing co-
herence) and a large axial imaging range over which the
signal strength does not decrease (improves with increas-
ing coherence). This depth over which the signal strength
is constant [given by Eq. (39)] can be made many times
larger than the Rayleigh range given a prudent choice of
coherence properties. Unlike traditional OCT systems,
which give diffraction-limited resolution over the Ray-

leigh range only, ISAM processing enables a diffraction-
limited image to be achieved over this whole constant-
signal volume. Furthermore, the use of physics-based
image reconstruction algorithms means that a quantita-
tive estimate of the susceptibility is obtained.
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