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Modeling Surface Multipath Effects
in Synthetic Aperture Sonar
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Abstract—Synthetic aperture sonar (SAS) imaging algorithms
assume a specific ping-to-ping phase relation in the collected data.
The line-of-sight signal from a nonmoving object adds coherently
from ping to ping in the image reconstruction process while any
random multipath reflections or backscatter from the sea surface
may add noncoherently, thus improving the image signal-to-clutter
ratio (SCR). To move towards understanding just how effective a
SAS is at suppressing surface multipath contributions, it is neces-
sary to model the moving surface in a believable way and establish
how the sound reflects from the undersurface of the sea. This paper
presents a method for simulating the effects of multipath propaga-
tion on sonar data and hence evaluating the SCR improvement re-
alized with synthetic aperture processing. This paper first reviews
the Pierson–Moskowitz and cos-2s surface-wave spectra, which to-
gether account for wind direction, wind speed, and angular spread
of the wave propagation direction. From these spectra a statisti-
cally appropriate random wave surface is generated which evolves
in both time and space. In a first attempt to model the sea-sur-
face multipath problem, a set of impulse responses are generated
from this wave surface as it evolves in time increments equal to the
pulse repetition period. Two sea-surface scattering mechanisms are
used in the simulations described in this paper. In the first, each
surface facet reflects as a diffraction-limited radiating aperture
and in the second, each facet reflects as an incoherent Lambertian
scatterer. These describe two limiting situations: first, the acoustic
wavelength is small compared with the roughness of the sea sur-
face; and second, the acoustic wavelength is significant in propor-
tion to the surface roughness. The effect of surface multipath is
shown on raw data and also on processed SAS images. The calcu-
lation of the SCR as a function of sea state is also demonstrated.
The SCR improvement seen with SAS imaging is consistent with
the hypothesis that surface multipath signals are fully incoherent
from ping to ping.

Index Terms—Clutter, image reconstruction, surface multipath,
synthetic aperture sonar.

I. INTRODUCTION

T HE imaging fidelity of any standard side looking sonar is
degraded by sea-surface multipath reflections and seafloor

multipath reflections, as shown in Fig. 1. Since the objects of in-
terest are often either buried or in close proximity to the seafloor,
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seafloor multipath is inextricably linked to the direct backscatter
of the object and it stays reasonably constant with time although
it does vary with the azimuthal angle of incidence. Sea-surface
backscatter and multipath are different in that they change quite
rapidly with time. By using synthetic aperture sonar (SAS) tech-
niques, the random nature of the sea-surface multipath returns
can be exploited.

All SAS systems record the pulse echo returns in both ampli-
tude and phase so they can, by using coherent integration, com-
pute an image from a contiguous collection of ping echoes as
if it came from a much larger physical aperture [1]. For SAS
to work there are some critical assumptions. The first is that
the platform moves in a predictable and usually linear track. A
combination of highly accurate navigation units and autofocus
techniques (sometimes called micronavigation) can now correct
the problems caused by nonlinear track [2], [3]. The second as-
sumption, and the one pertinent to this paper, is that the phase of
a collected echo is determined by the line-of-sight distance from
the reflector to the prescribed sonar position. Since multipath
echoes traverse a different path to the receiver, this assumption
is violated. It is important to establish how this affects the data
collected and more importantly how it affects the final image.

To do this, the complete sonar data collection and imaging
system is simulated, both with and without the sea-surface ef-
fects. A statistical model is used to produce sea-surface height
functions and scattering is calculated from these. A facet-en-
semble approach [4]–[7] is used to calculate the signal return
from the sea surface. Unfortunately, if all the multipath effects
are included in the simulation, the model becomes extremely
complicated, so attention is restricted to only the effects of sea-
surface multipath on the reflected echoes. That is, it is assumed
that the vertical beamwidth of the projector is small enough to
eliminate any sea-surface backscatter or multipath on the out-
ward leg of the acoustic path and that there are no seafloor mul-
tipath effects. It should be noted that in certain imaging condi-
tions the sea-floor effects can be significant [8].

II. GENERATING SEA-SURFACE DISPLACEMENT FUNCTIONS

In order to simulate the multipath returns from the sea
surface, it is necessary to have a time-evolving model of the
sea surface. Here a stochastic approach is used as it captures
the nondeterministic nature of the sea surface. Specifically, the
Pierson–Moskowitz spectrum [9], the cos-2s directional spec-
trum [10], and the dispersion relation [11] are used to define
a spatio–temporal random process that represents sea-surface
displacement.
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Fig. 1. Illustration of multipath propagation due to sea-surface and seafloor
reflections.

The Pierson–Moskowitz model of the temporal spectrum of
a fully developed sea is

(1)

where is the angular frequency of the wave, is gravitational
acceleration, and is the wind speed 19.5 m above the sea
surface.

A directional spectrum is used to model the dependence of the
wave spectrum on , the angle from the principal wave direction.
The cos-2s angular dependence is

(2)

The parameter is chosen to give the desired angular width,
ranges between and , and is the gamma function.

The temporal frequencies of the waves are related to the spa-
tial frequencies through the dispersion relation

(3)

where and are windward and crosswind spatial wave num-
bers and the variable is the depth of the water. The deep water
approximation (which is accurate to within 10% if the depth
is greater than one quarter of the wavelength) is used

(4)

The temporal–angular spectrum is calculated as

(5)

A radial–Cartesian relationship between coordinates and
coordinates is defined by elementary geometry and (4).

This allows the spectrum to be written as a function of and
(note that scaling by the Jacobian of transformation is necessary
as is a density function).

Fig. 2. Example of a simulated sea surface, with displacement plotted in me-
ters.

Now that the spectrum has been defined on a rectangular spa-
tial coordinate system, it can be readily employed in the compu-
tational generation of a sea-surface function. The square root of
the spectral function can be multiplied with 2-D com-
plex Gaussian white noise (where the real and imaginary parts
are zero-mean, unit-variance, and uncorrelated) to give ampli-
tude and phase values for each wave component; i.e.,
the product is used to define and in the wave
component

(6)

where is the windward spatial position, is the crosswind
spatial position, and is defined by and as shown in (4).
Summing all such components over and gives sea-surface
height . This function has a power spectrum consis-
tent with the defined temporal spectrum (1), angular spectrum
(2), and dispersion relation (4). The heights are also Gaussian
distributed—a model which has previously been used in theo-
retical analysis [12]. A simple geometric rotation can be used
to shift the windward–crosswind coordinate system to an arbi-
trarily oriented system.

In Fig. 2, an example result from this type of simulation
is shown. The surface displacement is plotted as a gray level
as a function of space. The displacement of the spatial origin
is shown as a function of time in Fig. 3. In this particular
example, the wind speed is 6 m s , the parameter in the
cos-2s spectrum is 11, and the wind direction is on a 45 angle
from top-left to bottom-right. For these sea-state parameters,
the Pierson–Moskowitz spectrum can be used to calculate a
dominant temporal period of 4.4 s, a dominant wavelength of
30 m, and a displacement standard deviation of 0.19 m. All of
these figures are consistent with the simulation shown.

The spectrum used here was constructed using common
models of sea-surface statistics. Other statistical models of
sea-surface parameters exist and could be incorporated into
this method. For example, the Joint North Sea Wave Project
(JONSWAP) spectrum [13] could be employed instead of the
Pierson–Moskowitz model; there are also alternatives to the
cos-2s distribution [14]; and the deep-water approximation
need not be applied to the dispersion relation. The methods
outlined in the rest of this paper could still be readily applied if
such changes were to be made.
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Fig. 3. Example of the displacement-versus-time plot for a single point in a
simulated sea surface.

Fig. 4. Sea-surface displacement is generated on a regular grid of
points and used to define triangular facets approximating the surface.

Two triangular facets model the surface enclosed by four sample points.

Fig. 5. Vectors used to calculate facet returns.

III. FACETED SEA-SURFACE GEOMETRY

In order to calculate the multipath return from the sea surface,
it is tiled into a contiguous set of reflecting facets. The easiest
way to do this is to tile the surface into triangular surface ele-
ments—the three vertices of the triangle being defined by three

points. The aspect ratio is defined by the rectangular
sampling grid with separation and . This tiling method
is illustrated in Fig. 4.

The surface facet intercepts the scattered radiation from the
target and reradiates some of it towards the receiver. The power
density at the receiver is dependent on the area of the facet and
various angles and distances related to the target, the facet, and
the receiver. To facilitate the calculation of this power density,
a vector system is defined as shown in Fig. 5.

The vector is from the target to the facet of interest. The
path from the facet to the receiver is , while is the up-

Fig. 6. Geometric relation used in the calculation of the reflected ray path.

ward normal from the facet. The vector is the receiver normal
(pointing away from the imaged direction). The direction of
specular reflection is given by and is the path from the
target to the receiver.

If the horizontal position of the facet centroid (at time ) is
given by and , then its height can be defined as

. The vectors of Fig. 5 can then be defined as

(7)

(8)

(9)

(10)

(11)

(12)

In (10), it is assumed that the receiver is oriented parallel to
the -axis and pointing in the negative direction. The angles

, and , are the and values of facet-tilt angle
and target-to-facet angle, respectively. The facet-tilt angles are
easily calculated from the facet vertices and the target-to-facet
angles are calculated from . These angles are used to calculate
the reflected ray path . This reflection calculation is shown
graphically in Fig. 6.

It should be noted that the ray angles can only be used to
define the path of the reflection and not the direction. In (11), it is
assumed that the component is downward, however, this may
not always be the case for steeply tilted facets. This problem can
be resolved by checking the sign of the dot-product of and

—for a reflected ray it should be negative. If it is positive,
(11) can be negated to reverse the direction.

IV. DETERMINING THE SCATTERING STRENGTH

OF THE SURFACE FACETS

The vectors described in the previous section can now be used
to calculate the contribution from each facet to the received mul-
tipath signal. The first step is to calculate the magnitude of the
flux incident on the facet as

(13)
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where represents the standard inner product, is the el-
emental area of the facet, and is the unit vector in the -di-
rection. Without loss of generality, it has been assumed that the
product of the broadcast power and the target reflectance is 1.
Any beam-angle dependence of the radiation from the projector
has been left out (this simply scales the multipath and direct re-
sponses and so can be included later, when modeling the SAS
instrumentation) but the spreading losses from the transmitter
to the target have been included. By making the assumption that
the facets are small enough so that the vectors are approximately
constant for any one facet, (13) can be rewritten as follows:

(14)

The flux received from the facet (or the facet “gain”) can be
calculated as

(15)

where is the elemental area of the receiver. The complex
factor describes the effect of the scattering from the facet. It
is assumed that the surface area of the receiving hydrophone is
small enough to consider the flux to be constant over the sur-
face (which is normalized to an area of 1). The detection pat-
tern of the receiver has been omitted but it would be a simple
modification to include one if required. Also neglected is any
time-varying gain factor which is often incorporated into phys-
ical implementations of pulse-echo sonar.

When using (15) to calculate the facet gain, there are certain
nonphysical conditions under which the gain should be set to
zero. These conditions are as follows:

1) if

(16)

the path from the target to the facet penetrates the surface;
2) if

(17)

the path from the facet to the receiver penetrates the sur-
face;

3) if

(18)

the facet is behind the receiver.
In Sections IV-A and IV-B, two methods will be outlined for

calculating . Once this has been done and (15) evaluated, each
facet will have a complex gain associated with it. Additionally,

each facet will be assigned a delay time based on the time-of-
flight calculation

(19)

where gives the delay between the line-of-sight return
and the multipath return from the facet. The speed of sound in
water is .

This simple model ignores any frequency-dependent be-
havior of the scattered field. Since SAS waveforms typically
have a broad bandwidth, using this approach implies a sim-
plification. The effects of a broad spectrum could be modeled
by calculating for many frequencies in order to get transfer
function for each facet. Rather than employing this more
complicated approach (which also requires choosing a wave-
form), this paper shows analysis of an intuitive gain-and-delay
model where each facet gives a displaced and scaled version
of the signal reflected from the target. Therefore, the multipath
returns are unaffected by sea-surface-induced dispersion, and
as a result, are matched to the detection filter. This scenario
represents a maximal clutter situation.

Sections IV-A and IV-B complete the simulation model by
specifying the scattering coefficient . The scattering of waves
from rough surfaces is a well-explored topic [15]–[18] and a
number of approximate models for the phenomenon exist. Ad-
ditionally, a significant amount of effort has been spent com-
paring scattering models and modeling the accuracy achieved,
e.g., [19]–[25]. In this work, two relatively simple and computa-
tionally inexpensive scattering models will be used. These two
models are described in Sections IV-A and IV-B.

A. Lambertian Scattering Model

The Lambertian model [26], [27] is a popular approach ap-
plicable when the surface is rough compared with a wavelength.
Lambertian scattering is also known as perfectly diffused scat-
tering, as the scattered field is broadly distributed and indepen-
dent of the ensonification angle. This model is based on intensity
rather than amplitude and since an amplitude-based model is re-
quired here, a few modifications to the basic form are needed.

If a field of intensity 1 is incident on a Lambertian surface
with 100% reflectivity (the large index mismatch between water
and air makes this an excellent approximation), the distribution
of the reflected energy , with respect to angle is

(20)

The angle is between the outgoing ray path and the surface
normal. The factor of ensures that energy is conserved.
Spreading losses have been removed from this equation as they
are already accounted for in (15). Taking the square root of (20)
results in an expression for the modulus of the facet scattering
coefficient

(21)
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As can be seen in (21), the factor is easily ex-
pressed in terms of the vector system developed (as

).
Combining (15) and (21) gives an expression for the modulus

of the Lambertian facet gain

(22)
Due to the rough nature of the surface under Lambertian scat-
tering conditions, the phase of is not predictable and
is assigned a value between and randomly. Note that this
Lambertian model is not frequency dependent and is thus valid
across a broadband pulse.

B. Diffraction-Based Scattering Model

The model presented in this section is applicable when the
sea surface spanned by a facet can be considered smooth on
the scale of a wavelength. In this case, a specular reflection is
dominant and a diffraction-based model is used to give , the
angular pattern of this reflection. Each facet is considered as a
separate aperture ensonified by the reflection from the target.
Again, the contribution from each facet is calculated and the
results summed to give the field at the receiver.

Let be the wavelength used and be the 2-D Fourier
transform of the unit function over the triangular facet. By ap-
plying the Kirchhoff approximation [16], [17] for each facet,
Fourier optics [28] can be used to calculate the reflection pat-
tern. The first step in performing this calculation is to define a
coordinate system , , in which the facet surface lies in the

plane. A vector in , , and space can be rotated to -,
-, -axes by using the rotation matrix

(23)

This matrix represents a rotation of about the -axis followed
by a rotation of about the -axis, where

(24)

Here and are the facet tilt angles illustrated in Fig. 6. In ,
, and space, the facet normal lies along the -axis and one

facet edge runs along the -axis. Unless the sea surface is com-
pletely flat, the triangle defined by the facet edges is not right-an-
gled. However, the surface displacements are small compared
with the lateral scale so it is only a small approximation to say
the facet edges run along the - and -axes. The Fourier trans-
form of a right-triangle can be calculated analytically and with
this approximation can be used for . Specifically

(25)

where . Note that for it can be
shown that the Fourier transform described is finite and contin-
uous, and can be found from (25) using arguments based on the
symmetry of the triangle function.

It should be noted that there are four possible facet orienta-
tions—the hypotenuse of the triangle can have either a positive
or negative gradient in the plane and each hypotenuse is
used in two differently oriented facets (as seen in Fig. 4). While
the facet orientation has no impact in the Lambertian calcula-
tion, it does in this diffraction-based model as varies with
orientation. Simple Fourier transform properties can be used to
calculate the transform of all four orientations from the Fourier
transform of a single orientation. The simulations in this paper
all consider a positive-gradient hypotenuse, as shown in Fig. 4.
The expression given in (25) is the Fourier transform for the ori-
entation of the leftmost facet seen in Fig. 4, projected onto the

plane and with the origin positioned halfway along the
hypotenuse.

Applying the transformation to the vectors and gives
and , the path to the receiver, and the specular reflection

path in , , and coordinates. These two vectors are normal-
ized as

(26)

(27)

From these expressions, the scattering coefficient can be found

(28)

This expression comes directly from the Fraunhofer far-field
diffraction formula [28] but with some changes in appear-
ance. The standard phase factor is accounted for by the delay

associated with each facet and the spreading losses
are accounted for in (15). The factor is normalized by the
facet area to be compatible with (15), which was determined
in terms of flux through the facet rather than field strength.
Additionally, the arguments of are offset by terms.
This arises from the oblique incidence of the arriving sound.
It also gives the intuitive result that the reflected sound is at a
maximum [i.e., ] along the specular reflection path.
The same obliquity factor as used in the Lambertian
model is included. Again, is written in terms of the vectors
that have been defined for this problem.

The obliquity factor is often ignored when Fraunhofer diffrac-
tion patterns are calculated. It is important to include it in the
analysis here, as results for large observation angles are calcu-
lated, i.e., the paraxial approximation violated. This does raise
some doubt as to the validity of a Fraunhofer diffraction model,
however the goal here is simply to get a physically justifiable
beam-spread pattern from the facet. The obliquity factor en-
sures that when the reflected intensity is integrated over all ob-
servation angles the result is 1. That is, energy is conserved
at the facet reflection. The dimensions of the facet determine
the spread of the reflected sound around the specular reflection
path—a large facet (which indicates the surface is smooth on a
large spatial scale) gives a reflection that follows the specular
reflection tightly, while a small facet gives a broad spread. The
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scattering of the Lambertian model represents the limiting case
of an infinitely small diffractive facet but with randomized scat-
tered phase.

Substituting (28) into (15) results in the following expression
for the facet gain in the diffraction-based model:

(29)

This equation shows that the facet spread pattern is dependent
on , and therefore, on the frequency of sound used. A more
complete model could include a frequency-dependent spread
pattern for broadband signals but here it is assumed that the
facet transfer function is adequately modeled using the pre-
sented gain-and-delay approach.

C. Simulation Results

In this section, the functions and
are plotted as a function of sea-surface position. These images
represent the spatial distribution of the multipath contributions
to the received signal. A transmitted frequency of 30 kHz
is simulated, the target is located at (0, 50, 10)
m, and the receiver is located at (0, 50, 10) m.
The sea surface from Fig. 2 is used in the simulations, as is the
limiting case of a “flat” sea surface. The spacing between sample
points is one half meter in both directions (i.e.,
0.5 m). The flat surface is considered perfectly smooth in the
diffraction-based model but capillary waves are assumed to be
present to drive the scattering in the Lambertian model.

is plotted as a function of surface position in
Fig. 7. Each pixel represents the return from the area between
four sea-surface sample points. As can be seen in Fig. 4, this
corresponds to the return from two facets which are opposing
triangles. The square root of the summed square magnitudes
of the two gains is calculated to produce the Lambertian plots,
as the model consists of incoherent returns across the facets. It
can be seen that a strong return comes from above the target
and a weaker peak from above the receiver. This is due to the
broad Lambertian scattering and the spreading losses (given by

) being minimized near points directly above the
target and the receiver. The directionality of the receiver ac-
counts for the peak above the target being stronger than the peak
above the receiver.

The multipath contribution is plotted as a function of position
for the diffraction-based model in Fig. 8. In this case, the gains
of the two facets at each pixel are added before the magnitude is
taken. This is because the diffraction-based model is a coherent
model—the phase between facets is nonrandom. It can be seen
that the contributions are much more localized in this case and,
as expected, behave more like a specular reflection model.

The presence of capillary waves in the Lambertian model and
the absence of capillary waves in the diffraction model is con-
sistent with the fact that the facet size represents the largest area
that can be reasonably approximated as flat in the sea surface.
These differences explain the visible distinctions in Figs. 7 and
8. As mentioned in Section IV-B, the facet size can be varied

Fig. 7. Multipath return strength per facet pair (in units normalized by the
line-of-sight return) as a function of position for a “flat” surface with capillary
waves present, as required for the Lambertian model.

Fig. 8. Multipath return strength per facet pair (in units normalized by the
line-of-sight return) as a function of position for a perfectly flat surface (no cap-
illary waves present), as required for the diffraction model.

Fig. 9. Multipath return strength per facet pair (in units normalized by the
line-of-sight return) as a function of position for a flat surface with the diffrac-
tion-based model and a smaller facet size.

to influence the spread from each facet. In Fig. 9, the diffrac-
tion-based results for a smaller facet size of 0.05
m are shown. In this case, the facet size is equal to the assumed
wavelength and the spreading becomes broad. As expected, the
sea-surface response looks more like the Lambertian case with
broadly spread contributions. Note that the example of Fig. 9
contains a higher density of facets due to the finer discretization
of the surface and so the amplitudes are not directly comparable
to those shown in Figs. 7 and 8.

The differences between Figs. 8 and 9 illustrate how the
facet size acts as a tunable parameter in the diffraction-based
model. A larger facet size can be used for a smoother surface
and results in a scattering model closer to specular reflection,
while a smaller facet must be used for a rougher surface and
gives a broader spread of energy. Regardless of the parameter
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Fig. 10. Multipath return strength per facet pair (in units normalized by the
line-of-sight return) as a function of position for a sea surface with the Lamber-
tian model.

Fig. 11. Multipath return strength per facet pair (in units normalized by the
line-of-sight return) as a function of position for a sea surface with the diffrac-
tion-based model.

size, phase coherence is maintained at surface reflection in the
diffraction-based model. The Lambertian model gives a limiting
case of a surface that is sufficiently finely structured to give
very broad scattering and a complete loss of phase coherence at
reflection. In the remaining simulations, both diffraction-based
and Lambertian models will be investigated. A facet size of

0.5 m will be used as it is sufficiently small to
both capture the structure of the sea surface and give a strong
specular reflection in the diffraction-based model (as illustrated
in Fig. 8).

When the surface has nonzero waveheight, some interesting
behavior is revealed. The example sea surface from Fig. 2 is
used to calculate the Lambertian response of Fig. 10. The same
general trend as observed in Fig. 7 is seen but with the wave
structure imposing areas of minimal or zero gain (and also in-
creasing the maximum gain observed). These effects are due to
sensitivity to facet angle. This is particularly pronounced when
the inner-product checks of (16)–(18) are invoked to set a facet
gain to zero. This occurs when a path from the target to the un-
derside of the facet to the receiver does not exist.

The diffraction-based multipath image is plotted for the sea-
surface realization in Fig. 11. It resembles its flat-surface coun-
terpart but does have significant additional structure attributable
to the surface waves. Like the Lambertian case, the tilts of the
facets have the effect of reducing the gain in certain places and
increasing it in others.

Fig. 12. Modulus of the impulse response for a sea surface with Lambertian
and diffraction-based scattering models.

V. DETERMINING THE IMPULSE RESPONSE OF A TARGET

Let be the multipath echoes measured from the target
when an impulse is transmitted and where is the delay
time after the line-of-sight return arrives. For computational
purposes, it is desirable to have specified on a regularly
sampled time scale—this means that the facet returns have to
be binned into time slots. The set of facets in a given time bin

can be defined as

(30)
Here is the temporal sampling period of and indexes
the temporal sample points. The sampling period is determined
by the bandwidth of the sonar. Since assigning each facet to a
given temporal sample point involves a small rounding of the
associated delay, a phase factor is included in the facet gain to
account for the small shift in effective delay. The value of the
impulse response at a given time sample is simply the coherent
sum of all the facet gains in that -width bin

(31)

Note that the discrete impulse response is a weighted im-
pulse train defined to approximate the effect of a system with
impulse response .

Example impulse response amplitudes are shown in Fig. 12.
These responses were calculated from the sea surface of Fig. 2,
with a target located at (0, 50, 10) m and a receiver located
at (0, 50, 10) m. The plots have been normalized so that the
line-of-sight return would have an amplitude of 1.

A comparison between the Lambertian and diffraction-based
impulse responses reveals some basic properties. Both re-
sponses have a set delay length of approximately 0.0012 s
before multipath effects contribute, as there is a significant
difference between the line-of-sight path length and the min-
imum multipath path length. Very soon after this delay gap
both responses reach a maximum and then decay with time.
The diffraction-based model tends to decay far more rapidly
than the Lambertian model but has a similar root mean square
(RMS) sum of multipath contributions. The phase of the im-
pulse response is very rapidly varying (over a full range) in
both cases.
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Fig. 13. Intensity (decibel scale) of the raw data for three point reflectors with
no multipath effects.

VI. SAS IMAGING WITH MULTIPATH EFFECTS

Armed with the models developed up to this point, it is now
possible to simulate the effects of multipath propagation in a
SAS system. This process is shown by way of an example.
First, it is necessary to specify certain operating parameters and
approximations that are used.

It is assumed that there is no movement during the transmis-
sion and reception of a single pulse and that all movements of the
surface and the sonar system occur in the time periods between
the last echo return of one ping and the onset of transmission
of the next ping. This is known as the “stop-and-hop” scenario.
This does ignore any temporal Doppler effects that occur due to
movement during a pulse. Existing SAS systems typically op-
erate at maximum unambiguous ranges of less than 200 m and
they mostly use a pulse repetition period shorter than 300 ms;
consequently, the “stop-and-hop” scenario is believed to be ac-
curate enough to model surface multipath effects.

The example SAS system considered operates at a central fre-
quency of 30 kHz with a pulse bandwidth of 18 kHz. The trans-
mitting and receiving apparatuses are assumed to be colocated 5
m below the sea surface and traveling in a straight 20-m path at
a speed of 1 m s . A pulse is transmitted every 0.1 s, resulting
in 200 pings along the sonar path. The beam spread is deter-
mined by the length of the acoustic projector (22.5 cm) and the
receiving hydrophone (33.5 cm).

A simulated object is defined with three equal-strength point
scatterers located at a depth of 10 m. The sonar track is taken
to be from ( 10, 0, 5) m to (10, 0, 5) m, while
the targets are located at ( 2, 24.5, 10) m, (1, 27, 10)
m, and (0, 29, 10) m. A simulated sea surface is generated
using the same parameters used to generate the surface seen in
Fig. 2 and with spatial sampling periods of 0.5
m. Temporally, the surface evolves in 0.1-s time increments so
that a multipath response can be generated for each ping. These
multipath responses are incorporated into standard SAS mod-
eling methods [1] to give simulated SAS data with multipath
effects included.

Fig. 14. Intensity (decibel scale) of the raw data for three point reflectors with
multipath effects calculated using a Lambertian scattering model.

Fig. 15. Intensity (decibel scale) of the raw data for three point reflectors with
multipath effects calculated using a diffraction-based scattering model.

Data without multipath effects are displayed in Fig. 13. The
intensity (i.e., the square magnitude) of the data is displayed on
a decibel scale so that low-level detail can be seen. Data with
multipath effects can be seen in Fig. 14 (Lambertian scattering
model) and Fig. 15 (diffraction-based scattering model).

The effects of the surface multipath are clearly seen in
Figs. 14 and 15. In both cases, the multipath returns partially
obscure line-of-sight data. It is easy to envision situations in
which multipath returns from a strong target overwhelm the di-
rect response from a more distant weak reflector. Additionally,
in the diffraction-based model (which describes reflections of a
specular nature), the multipath returns could be easily mistaken
for line-of-sight returns.

SAS reconstruction algorithms [1] can now be applied to the
data generated in order to get a synthetic aperture image. In this
case, the wave-number algorithm is chosen. A reconstruction
free of multipath effects is shown in Fig. 16. It can be seen that
the point targets are well imaged. Reconstructions from the mul-
tipath data can be seen in Figs. 17 and 18. The multipath effects
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Fig. 16. Intensity (decibel scale) of the reconstructed SAS image with no mul-
tipath effects.

Fig. 17. Intensity (decibel scale) of the reconstructed SAS image with multi-
path effects calculated using a Lambertian scattering model.

in these images are arguably less pronounced than in the raw
data. This effect is discussed further in the following section.

VII. MITIGATION OF MULTIPATH EFFECTS BY SAS PROCESSING

The simulation approach described here allows the separation
of signal resulting from the desirable line-of-sight return and
the clutter produced by multipath propagation. This allows a
signal-to-clutter ratio (SCR) to be calculated, where the clutter is
due solely to multipath propagation. The energy measure used in
this calculation is the sum of the square magnitude of the signal.

The wave-number reconstruction algorithm is simply a re-
sampling in Fourier space combined with a lowpass filter. This
means that the energy in the line-of-sight and clutter signals
changes only because of the lowpass filtering effect. Therefore,
the SCR should change only slightly between the raw data and
the SAS reconstruction if the total energy in the image is con-
sidered. This is confirmed by the results shown in Table I in
the “Image SCR” columns. There is a slight increase in SCR
in the SAS reconstructions that can be attributed to the clutter
having more energy in the high-frequency regions attenuated by
the lowpass filter in the wave-number algorithm.

Fig. 18. Intensity (decibel scale) of the reconstructed SAS image with multi-
path effects calculated using a diffraction-based scattering model.

TABLE I
SIGNAL TO MULTIPATH-CLUTTER RATIOS IN THE EXAMPLE DATA

However, Figs. 14–17 show that SAS reconstruction tech-
niques appear to lessen the effect of the clutter signal. This is
because the reconstruction algorithm moves the line-of-sight
signal to the correct localized position (with an associated
gain in intensity), while leaving the multipath contributions at
a lower level and distributed over a wide spatial range. The
multipath signals do not have the spatial phase relation required
to give a localized signal after SAS processing. This effect can
be quantified by using a “line SCR,” which is the SCR along
a single cross-track range line with an along-track coordinate
that matches the position of one of the targets. Data from only
one target is used to calculate this figure, which is displayed in
Table I for the target closest to the SAS towfish in the previous
simulations. The along-track localization of the line-of-sight
signal combined with the lack of localization of the multipath
clutter in the SAS reconstructions results in a significant line
SCR improvement over the raw data.

The results shown in Table I indicate that specular reflections
to the receiver result in a significantly poorer SCR if the sea
surface is smooth enough to be well modeled by the diffrac-
tion-based model. Indeed, in the raw data, the diffraction-based
multipath returns have a spatial distribution similar to that pro-
duced by the line-of-sight signal. This indicates that in con-
ventional sonar systems the diffraction-based multipath return
may be mistaken for a second, more distant, target. The sur-
face roughness inherent in the Lambertian model significantly
broadens the spread of the multipath clutter and thus lessens
its effect. SAS processing improves the clutter performance in
both cases as the line-of-sight signal is localized to a single
along-track location while the multipath clutter remains spa-
tially disperse. It should be noted that in crowded scenes the
multipath clutter from different targets may overlap, resulting
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in an increase of the effective clutter level that would not be
captured by the single-target line SCR analysis presented here.
That is, as the density of targets increases, the improvement in
line SCR provided by synthetic aperture processing decreases.

If a target returns signal over an effective width of pings,
then the coherent sum over these pings should give a SAS re-
construction intensity that is proportional to . Assuming that
the multipath returns are also present over the pings and that
they sum incoherently in the SAS reconstruction, the average
multipath intensity in the SAS reconstruction should be propor-
tional to . The line SCR between the raw and SAS data can then
be expected to increase by . In the simulations pre-
sented in the previous section, the signal amplitudes decay to
half of their maximums at approximately , giving an ex-
pected increase in line SCR of 15.4 dB. This is consistent with
the line SCR figures seen in Table I. The consistency between an
incoherent-multipath model and the improvement in line SCR
is certainly expected for the Lambertian model, where the ran-
domized phase introduced at reflection guarantees an incoherent
multipath response. However, the diffraction-based model pre-
serves phase at reflection, and therefore, there is a possibility
of ping-to-ping correlations. That the line SCR improves in a
manner consistent with an incoherent-multipath model indicates
that these correlations are either small or at least do not result in
a more localized response after synthetic aperture processing.

The simulation method presented here gives a means for in-
vestigating the expected effects of multipath propagation for a
given SAS system, sea state, and target configuration. While the
number of parameters present in this description is too large to
present an exhaustive characterization of multipath effects, an
example study can be seen in Fig. 19. These simulations have
the same system parameters as those presented in Section VI
except that the wind speed is varied and only the target nearest
to the SAS towfish is considered. Multiple realizations of the
sea surface are used at each wind speed and Fig. 19 shows the
resulting average line SCRs and their variability.

The diffraction-based results shown in Fig. 19 show an in-
crease in SCR as wind speed increases from zero and disturbs
the sea surface. It can also be seen that the Lambertian-based
results are not strongly affected by wind speed. The variability
of the diffraction-based SCR is high since the clutter strength
depends strongly on whether a specular reflection happens to
point toward the receiver. However, the summation inherent in
synthetic aperture processing does reduce the variability of the
diffraction-based SAS SCR. As expected, the broadly scattering
Lambertian model shows less variability across realizations of
the sea surface. At all wind speeds, the SCR improvement be-
tween the SAS and raw cases remains relatively constant. This
indicates that for the system parameters investigated here, the
multipath returns tend to add incoherently in the SAS data at all
wind speeds.

VIII. CONCLUSION

A stochastic, physics-based model for surface multipath con-
tributions to sonar data has been presented. This model uses the
Pierson–Moskowitz spectrum to model the sea-surface statis-
tics, and Lambertian and diffraction-based models for the cases

Fig. 19. Line SCR as a function of wind speed. Ten realizations of the sea
surface were used at each wind speed and the average SCR is plotted with error
bars indicating the standard deviation at each point.

of rough-surface (i.e., with capillary waves present) and smooth-
surface scattering, respectively. The calculated multipath con-
tributions were used to generate simulated sonar data. These
data were used to show that while SAS systems correctly lo-
calize the line-of-sight signal returned from a target, the mul-
tipath returns are not similarly localized as they do not have
the correct interping phase relation. Thus, when compared to
raw data (as displayed in conventional sonar), the SAS recon-
structions have stronger, more localized target estimates but the
multipath contributions remain spatially broad. Thus, SAS pro-
cessing improves the effective signal-to-multipath-clutter ratio.
Simulations suggest that this effect may be quantified by mod-
eling the line-of-sight signal as coherent from ping to ping and
the multipath clutter as incoherent.

The developed model employs a number of assumptions
but the simulation framework may still be used under dif-
fering system conditions. For example, the Lambertian and
diffraction-based scattering models are applicable in certain
sea-surface conditions but could be replaced by alternative
scattering models for different surface conditions. Similarly,
each facet is modeled as a delay-and-gain element but a
dispersive scattering model can be employed at the cost of ad-
ditional computational effort. One may also include the rate of
sea-surface change to model Doppler effects, or the continuous
movement of the towfish to remove the stop-and-hop assump-
tion. It should be noted that modifying the model to remove
the gain-and-delay and/or Doppler-free assumptions can be
expected to improve the SCR as the multipath waveform will
no longer be perfectly matched to the detector. However, there
are other effects which are not well modeled in the framework
provided, e.g., strong multipath returns may adversely affect
the performance of SAS micronavigation systems, which will
in turn affect image quality.
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